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Goal and main objectives of climate modeling  

 
Goal: development of (e.g. national) expert system for 
scientifically grounded forecasts of climate change on 
global and regional scales and for assessing consequences of 
climate change for environment and human society.  
 
Main objectives: 
 
1. the reproduction of the present-day climate 
(understanding physics of climate); 
2. the assessment of possible climate changes under the 
influence of small external forcing (sensitivity of the 
climate system); 
3. the forecast of climate change and assessing its impact on 
environment and society.  
 
 
 
 



Objectives of climate modeling 

•  To reproduce both “climatology” (seasonal and 
monthly means) and statistics of variability: intra-
seasonal (monsoon cycle, characteristics of storm-
tracks, etc.) and climatic (dominated modes of 
inter-annual variability such as El-Nino 
phenomenon or Arctic Oscillation)  

 
•  To estimate climate change due to anthropogenic 

activity 
 
•  To reproduce with high degree of details regional 

climate: features of hydrological cycle, extreme 
events, impact of global climate change on regional 
climate, environment and socio-economic 
relationships  



Regional scale modeling and assessment 
•  Atmospheric modeling, e.g. using global climate 

model with improved spatial resolution in the 
region under consideration and non-hydrostatic 
mesoscale models: parameterization of mesoscale 
variability 

•   Vegetation modeling, e.g. models of vegetation 
dynamics: parameterization of biogeochemical 
and hydrological cycles 

•  Soil (including permafrost) modeling, e.g. models 
of snow and frozen ground mechanics: 
parameterization of hydrological and 
biogeochemical cycles 



Regional scale modeling and assessment 

•  Catchment modeling, e.g. constructing models of 
river and lakes dynamics: parameterization of 
hydrological cycle 

•  Coupled regional models 

•  Air and water quality modeling 

•  Statistical and dynamic downscaling (e.g. regional 
projections of global climate change patterns) 



Michel Desgagné (Reading, 13 HPC Workshop, 3-7/11/2008) 
High performance computing at the Canadian Meteorological Centres  







General CirculationModel of the Atmosphere and Ocean  
Novosibirsk Computer Center  

(Marchuk et al., 1980)     
	  •  Coupled model based on the implicit scheme and 

splitting-up method in time. Synchronization of 
thermal relaxation times (1 «atmospheric» year = 
100 «oceanic» years). The atmospheric resolution: 
10х6 degrees in longitude and latitude, 3 levels in 
vertical up to 14 km (3240 grid points). Time step: 
40 min. The oceanic resolution: 5х5 degrees and 4 
levels (7200 grid points).  Time step: 2 days.  

 
•  A single experiment: mean-January circulation, 

for calculations on 40 model «atmospheric» days 
(11 «oceanic» years) about three months of real 
time on BESM-6 computer are spent. 



	  
	  

BESM-6 
Mean performance – up to 1 Mflop/s  

Frequency – 10 MHz , RAM – 32768 words 
 



Climate model  
Institute for Numerical Mathematics, RAS  

(Dymnikov et al., 2005, Volodin and Diansky, 2006, 
http://ksv.inm.ras.ru/index)     

	  •  Coupled model. Atmospheric resolution: 2.5х2 degrees 
in longitude and latitude, 21 levels in vertical up to 30 
km (272160 grid points). Time step: 6 min. Oceanic 
resolution: 1х0.5 degrees, 40 levels (3425600 grid 
points). Time step: 2 hours.  

•  A set of experiments for modeling the present-day 
climate and assessing climate change in the future 
(integration  for 200 – 500 years) for the 5-th IPCC 
Report contribution (2013).  

•  Calculations for 8 years of model time require 1 day of 
real time. Thus, to carry out 1 numerical experiment  

    1 - 2 months of real time should be spent. 

 
 

 



Supercomputer SKIF MSU - Chebyshev 

60 Tflop/s, 1250 processors Intel Xeon (*4 kerns) 



 
  

 

 

 T. Reichler, J. Kim. How well do coupled models simulate 
today’s climate? – BAMS, 2008, 303 – 311. 

	  
	  







During the last 30 years the performance of 
supercomputers increased 106 times (from 106  to 
1012 Flop/s). 
 
Computational expenses to carry out numerical 
experiments for modeling climate and climate 
change are also nearly 106 times increased (mainly, 
due to long-term – up to hundreds model years – 
simulations). 
   
Now, ensemble calculations (with the sample length – 
up to 103  numerical experiments) are claimed and 
this requires the use of petaflop supercomputers. 



The horizontal resolution of the majority of 
climate models, results of which were used in 
the 4-th IPCC Report (2007) is about 200 km.  
 
The progress achieved in the development of 
s u p e r c o m p u t e r s a n d c o m p u t a t i o n a l 
technologies suggests that the climate modeling 
community is now ready to start with the 
development of models, the typical resolution of 
which is enough to explicitly describe mesoscale 
(2 – 200 km) non-hydrostatic processes on the 
whole Earth.  



h#p://www.ecmwf.int/publica4ons/cms/get/ecmwfnews/1213113497484	  



	  
	  
	  
	  
	  

	  
	  
	  
	  
Revolutionary Perspective: 
from climate models to 
Earth System Models 







Earth System Model 
R. Loft. The Challenges of ESM Modeling at the Petascale 







Lomonosov supercomputer key features  
 

Peak and real performance 420 Tflops, 350 Tflops 

Linpack efficiency 83% 

Number of compute nodes 4 446 

Number of processors 8 892 

Number of processor cores 35 776 

Primary and secondary compute 
nodes T-Blade2; T-Blade1.1, PeakCell S 

Processor type of primary and 
secondary compute nodes 

Intel® Xeon X5570; Intel® Xeon X5570, 
PowerXCell 8i 

Total RAM 56 TB 

Primary interconnect QDR Infiniband 

Secondary interconnect 10G Ethernet, Gigabit Ethernet 

External storage up to 1 350TB,  

Operating system Clustrx T-Platforms Edition 

Total area 252 square meters 

Power consumption 
(supercomputer) 1.5MW 







Large-scale hydro-thermodynamics of the atmosphere	  	  
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Subgrid-scale 
processes: 

parameterization 
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Working out of the multiscale modelling systems will be the key moment of 
the further development of climate models, their ability to reproduce features 
of an observable spatial spectra of kinetic and available potential energy can 
serve one of criteria of models quality.  
 
Koshyk and Hamilton (2001): the GFDL GCMA (USA) with the horizontal 
resolution  about 35 km => in troposphere spectral distribution of the 
calculated kinetic energy corresponds to the degree law «-3» on scales from 
5000 to 500 km and to the degree law «-5/3» on smaller scales. In a 
stratosphere and mesosphere similar distributions, but transition from one 
law to another took place on scales of 2000 and 4000 km, accordingly, that 
contradicts the observed data and can testify to parameterization lacks of 
sub-grid-scale processes.  
 
Experiments with regional model WRF (Skamarock, 2004) at various 
horizontal resolution (22, 10 and 4 km, accordingly): the calculated spectra 
well coincide in a meso-scale range with observed ones, including transition 
from an exponent «-5/3» to degree «-3». However the modelled spectrum in its 
short-wave part has appeared strongly depending on properties of 
computational technology (in particular, from level of the scheme dissipation). 



Mesoscale processes 
•  Weather systems smaller than synoptic scale systems 

(~ 1000 and more km) but larger than microscale (< 1 
km) and storm-scale (~ 1 km) cumulus systems. 

•  Horizontal dimensions: from about 2 km to several 
hundred kilometers.  

•  Examples of mesoscale weather systems: sea and lake 
breezes, squall lines, katabatic flows, mesoscale 
convective complexes. 

•  Vertical velocity equals or exceeds horizontal velocities 
in mesoscale meteorological systems due to non-
hydrostatic processes. 





    Cloud Streets (R. Rotunno, 2007) 



      Inertial range 

     Dissipation range 

      Energy range 

    Synoptic variations 

Boundary-Layer turbulence 

Mesoscale processes 



Mesoscale atmospheric model  
(Miranda, 1991, Stepanenko et al., 2006) 
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Turbulent closure 



Navier-Stokes equations. 
Approximate form of the momentum and 
mass  conservation laws in viscous 
incompressible fluid.  
 

Spatial filtering  
It’s usually assumed that filter 
commutes with operator of 
differentiation. 

LES Re-independent  statistics of 
large-scale motions in 
turbulent flows (observation 
and high-Re DNS data) 
gives us hope of possibility: 

1. To neglect the viscous 
term. 

2. To find closure:  

  

 

),,( mlkijij uuuΤ≈τ
Central problem of LES modeling. Universal approach isn’t known. 

The most difficult in anisotropic wall-bounded  flows  
(if the energy production range isn’t strongly separated  from dissipation range 

and/or inertial range can’t be resolved by the numerical model)   

It’s not always the case near the boundary 
and/or  after discretization 



Spectra of kinetic energy calculated using results of large-eddy simulation of 
the  convective upper oceanic layer under different spatial resolution (m3) 



A.V. Glazunov, V.P. Dymnikov, V.N. Lykosov.  Mathematical 
modeling of spatial spectra of atmospheric turbulence. - Submitted to 
Russian Journal of Numerical Analysis and Mathematical Modeling. 

          The Rayleigh - Bernard thermal convection in a double-periodic 
channel with firm walls is investigated, using a LES model, as 
analogue of multi-scale atmospheric turbulence from the point of 
view of reproduction of spectral properties.  

 
     The large ratio of its horizontal size to the vertical has provided 

existence of a quasi-two-dimensional large-scale flow component, 
and the size of a uniform finite-difference grid in some tens 
millions points has allowed to reproduce explicitly dynamics of a 
small-scale three-dimensional turbulent component.  

 
     Decomposition of studied turbulent flow on barotropic and 

baroclinic components has allowed to offer the scheme of 
transformations of kinetic energy in the studied system, 
explaining some spectral properties of observed atmospheric 
turbulence. 
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Temperature anomalies at z=L3/8 calculated in Exp. 1 (Cd=0) for different 
moments of time (from left to right and from top to down) 



( )
1 2

2
3 3

1 ...
2 x x
u u

t
α θ θ

∂
= − +

∂

3

*
3C Re (k) (k)u uθ θ⎡ ⎤= ⎣ ⎦

))

312 12| | (| |),uk C kθ
2 2

12 1 2k k k= +

3

3
3 0

3

Decomposition on barotropic and baroclinic components:

1 ,    ( 1,2),

0,   

L
bt

i i iu F u u dx i
L

u

= ≡ =

=

∫%

%

.  bc
i i iu u u= − %



Co-spectra of temperature anomalies and vertical velocity for different 
moments of time 



Streamlines for barotropic (left) and baroclinic (right) components of flow 



Scheme of transformations of kinetic energy 

•  Kinetic energy arrives at the expense of transformation of 
available potential energy to baroclinic kinetic energy (through 
the vertical velocity) on scale of large thermals and is 
redistributed on the same scale through the pressure gradient in 
baroclinic components related to horizontal components of the 
wind velocity.  

•  At the expense of nonlinear interactions the baroclinic energy is 
transported towards small scales, forming the inertial interval 
with the spectral distribution close to the law “-5/3” (arrow 1). 

•  In the range of scales close to vertical size of domain, there is an 
essential reorganisation of baroclinic  fluctuations of the wind 
velocity, providing transformations of energy from barotropic 
part to baroclinic one and back with positive, on the average, 
contribution to energy of the vertically averaged flow. 



One-dimensional energy spectra of stream velocity pulsations (baroclinic and 
barotropic components) 



Scheme of transformations of kinetic energy (cont.) 

•  Energy of the barotropic component propagates  from its 
source, basically, towards large scales, forming spectral 
dependence                      (arrow 2) , and also, to a lesser degree, 
towards small scales and this due to the enstrophy cascade leads 
to distribution                 (arrow 3). 

•  The rest of baroclinic kinetic energy, which is not transformed 
to a barotropic component, is transferred through the direct 
cascade of nonlinear interactions towards small scales (arrow 3), 
where is dissipeared (in the case of LES-model, due to 
dissipative contribution of a turbulent closure, and in the case of 
a real turbulent flow - at the expense of forces of molecular 
viscosity).  

•  The account of the boundary friction does not change essentially 
qualitative picture of the convection development except that 
instead of large Bernard cells the longitudinal large-scale rolls 
can be formed. 

5/3
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One-dimensional energy spectra of stream velocity pulsations (baroclinic and 
barotropic components) 



Spectra of the energy for barotropic and baroclinic flow components  
(role of the boundary stress) 



Summary 
1.  The further development of climate models requires an explicit 

description of mesoscale processes (resolution, detailed 
representation of inhomogeneous underlying surface, etc.). 

2.  It means that the hydrostatic approximation should be replaced 
by the non-hydrostatic formulation. 

3.   New parameterizations of subgrid-scale processes should be 
developed (e.g., accounting for secondary circulations, stochastic 
processes, etc.). 

4.  In particular, the question on what large-scale structures are 
formed and how the surface friction influences their formation, is 
important for understanding and parameterization of momentum, 
heat and moisture transport in the atmospheric boundary layer. 

5.  The computational “environment” should be also revisited: 
numerical schemes (unstructured grids, in time - explicit, semi-
implicit or fully implicit?), parallel algorithms, effective 
implementation on multi-processor computational systems, etc.  



THANK YOU   

FOR YOUR ATTENTION! 


